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JET DYNAMICS AT THE TEVATRON COLLIDER 

CDF Collaboration’ 

Presented by Robert Plunkett 
Fertni National Accelerator Laboratory 

P.O. Box 500 

Batavia, IL 60510, USA 

Results for processes involving two or more hadmnic jets at G= 1800 GeV are 
presented. The data arc compared with the rcstdts predicted from pertorbative. QCD. 

INTRODUCTION 

This paper describes several measurements made by the CDF collaboration to Lest the range and 

scope of the validity of QCD, the widely accepted theory of the strong interaction of hadmns (by their 

constituent quark and ghtons). The tests ail involve the dynamics of jet production in proton-antiproton 

collisions (at a CM energy of 1800 GeV): their unifying theme is perurbative QCD. The measurements 

to be described may be conveniently gruopcd into two principal categories: 

1) Measurements involving the kinematical reh%ionships among jets in events, and 

2) Measurements i&&a given jet (fragme.otation stodies and production of exclusive channels). 

Of these two CategotieS, the fm is ckariy more inchtsive than the second. Inside each caregory as 

well, we will group OUT measurements by degree of exclusivity, which is correlated with the number of 

kinematic variables required to describe the process. Thus in the fm category we will begin with the 

measorement of the double differential CROSS section for events with at two or more jcu, where one. jet is 

consnained to be at a rapidity of nearly zen, (central in the CDF detector). The nlevant kin-&l 
variables in tbis case are y2 (the rapidity of the next-to-leading jet ). and Pt (the motncntttm transverse to 

the beamline of the fti state patton). We then pmcecd to discttss three-jet events. d&bed by five 

khematidvariables. 

The second category consists of measoremenrs of the propenies of individual parrides inside jets. Our 
fmt measurement is of the Charged ft’agmentation function D(Z). which gives the probability that a 

l CDF collaborating institutions are listed io the Appendix. 
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charged particle will carry a given fraction Z of the jet momentum. This function is expected to show 

characteristic violations of scaling if QCD bremsstiltmg is occming during the evolodoo of the jet 

Lady we consider the production of specific flavors of quarks inside a QCD jet, in this case the c quark 

as tagged by the production of D’k 

Au of these measurements most be evahnted io the Context of considerable systemat& emt-s oo both 

the measurement itself (usually dominated by the jet energy scale) and on the theoretical predicdon~ of 

pertmbative QCD (usually doe to lack of detailed information on higher-order caections. leading, e.g., to 

significant dependencies on choice of renormalization scale). This is typical of the sic&on today in tests 

of QCD. Nevertheless. the infOmatiOn we present favors rhe predictions of penmbative QCD over a wide 

range of process types, energy scales, and angular distributions. 

STUDIES OF JET KINEMATICAL DISTRIBUTIONS 

Two Jet Differential Cross Section -- 1987 Data 
-. 

‘lk. praxss pp -B jet1 + jet2 + X may be described by the differential cross section d% 
dEtdrll% ’ 

where q1 and q2 are the pseudo-rapiditiw of the two leading jets and Et is the transverse energy of tbe 

leading jet. We use the variables rl1, q2. and Et instead of the related set ~1, y2, and Pt. in order to 

establish a direct connection with expetimeotaly measored quantities. Study of the dominant subprocess 

cross-sections in lowest order 2 -B 2 QCD has shown that their angular dependencu are similar enough 

to permit the approximate represcntati0n of the. differential cross-section as 

& = F(ti)F(xbk(ab+ 12) (1) 

where x, and xb are the momentum tkactions of partons a and b, respectively. In ti ~ximation, one 

can extract the “Effective Structure Function” of the nucleon. where F(x) = G(X) + 4/9 [ Q(X) + o(x)], 

from a study of the differential CROSS section. (G(x) is the glum component of the stxwture function; Q(x) 

and&) tepment appropriate sums owr ils quark and antiqoark components.) This is the “Single 

Effective Subprocess” approximation of Combridge and Maxwell 1). 

Figure 1 shows the expected behavior of the differential cross section for one value of Et, with one jet 

fued at an ~1 of zero. The fall-off with imxasiog ‘12 is caused by tbe rapid decrease in the shucture 
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Figure. 1: Expected behavior of the two-jet differential cross section in the Single Effective 
Subprocess approximation. (Note that here OS= = oe~of equation 1). 

function F(x), since xa 3 3 eq2 At higher values of Et, the cross section will lie on a similar curve, 
G 

everywhere below the displayed curve. ‘Ibe structure function fall-off dominates the iocrease in oeeff from 

the t-channel scattering amplitude pole. 

The current study is based on 24.5 nb-1 of jet data co~ected in 1987. The experiment was triggered on 
the sum of uncorrected tower Et, with thresholds that varied from 20 GeV to 4.5 GeV (Most of the data 

was taken with thresholds of either 30 GeV or 45 GeV.) Jets were defmed by a cone clustering algorithm, 

with a cone radius ( wf 1.0. One jet was required to be central (cone centmid of 1 ql 15 

0.6) and sutlicient to trigger the experiment with 98% efficiency or greater. Tbii requirement imposed a 

trigger hardening cut of 45 GeV to 75 GeV, depending on the trigger threshold. The second jet was 
allowed to fall anywhere in the fiducial region 1 q2 15 2.8. Tbe fti data sample consisted of 5291 

events. 

As described elsewhere at this Workshop, we correct the raw jet energies using a relationship 

determined from the ISAJET event generator2) and an event simulation3). The ratio of corrected to 
uncorrected jet Et ranged from 1.25 f .ll for Et = 45 GeV to 1.15 f .06 for Et = 225 GeV (errors 

systematic). Resolution functions in Et and q2 were established by studying the Et imbalance in events 
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with two leading jem in the region 1 qI5 0.6 . The imbalances along the bisector of the two jets and the 
axis perpendicular to it are directly related to the resolutions in Et and ~2, including the effects of gluon 

bremsstmhlung. The Et resolution function is approximately Gaussian with o = 11 GeV for 50 GeV jets: 

the ~2 resolution is better modeled by a LoremAo with r = 0.25 GeV (50 GeV jets). 

We bin the data in Et and q2 and deconvolve the meawed cross-section to account for the above 

resoIution effects. To do this. well-parametrized uial spectra in Et and 7~2 are varied until a good tit to the 

measmrd distribution is obtained. The final x2 was 40 for 33 degrees of freedom. Figure 2 shows the 
measured two jet differential cmss section for 1 llI 1s 0.6 versus 1~2 / , for 6 Et bins, a range of QCD 

pmdictions found by varying the q2 scale for Et’/4 to 4Et2 is superimposed on the data. The QCD 

prediction shown uses EHLQ 2 suoctore functions4). We have also tested DG , MRS , and DFLM 

stmcnxe functions 5) The MRS 2 strwwe functions are excluded by OUT comparison, which is 
dominated by experimental systematics. The leading systematic error is the uncertainty on the jet Et 

measurement and correction, typical for this class of experiments 

As discussed above. the similarity of subprocess cross-sections enables us Cktract an effective 

smtcttue function F(x) for the nucleon from analysis of the differential cross-section. Our result for F(x) 

is displayed in figure 3 The CDF result is consistent with results from deep inelastic scattering within its 

system3tic tmwnainties. 

Three Jet Energy Sharing Variables -- 1988/89 Data 

In addition to two-jet tinal states, QCD allows either incoming or outgoing pattons to undergo 

bmnssttahItmg of additional partons. If the bremsstrahlong event is hard and at a large angle, the 

additional radiated canons will become visible as sepamte jets in the final state. The simplest such events 

have only one hard bnmssnahlmtg and three jets. It is relatively improbable to have two such hard 

bmmssu3hltmgs in one event therefore events with three or more clostecs may be wed for three-jet 

analysis with additional chsters contributing via resolution effects as in the previous section. ?hree jet 
events UC ~hanrcterized by the IdttWUtk variables M3j. ~3, ~4. CO&*, v, and $*. Here M3j is the 

itwhat mass of the three-jet system, and x3 and x4 are defmed as x’ = - . 
’ %j 

9* is the angle between 

the incoming partons and the leading outgoing parton. and !&@ is the angle behveen the plane debited by 

the three tind state partons and the plane described by the incoming and leading outgoing partons. $I* is 

tbe azimuthaI angle of the leading outgoing partott and usually bas no dynamical significance. Note that 

we we the convention6) that parton~ 1 and 2 are incoming, and partons 3-5 are outgoing, tanked by 
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energy in the. 3-jet CM frame. These variables deaaibe the natural pha~space element for a three-jet 

system, so tie method of analysis used is to search for deviations from uniform pcpobuion density that 
are predicted by a QCD matrix element. In what follows we will focus on the energy sharing variables x3 

and x4. Previous smdies7) of these distributions at the SF& have ken of limited staW power for 

the question of resolving deviations from pbasc space. distributions. 

The current study is based oo a sample of about 2 pb-l of data collected in the 1988-89 nm of CDF. 

This is less thaa l/2 of the total data set. Analysis of the remaining data is in progress. AU the cvcms 
selected s&tied a total tummectcd 4 bigger with a threshold of 120 GeV. Events wem dun selected that 

had at least three jet clustcxs (cone radios of 0.1) each above 10 GeV in tmwrrected Et. We then correct 

the jet energy as described above, boost the - 89000 events selected to tbc three-jet CM frame, and 

ptucced with a second set of cuts in rhar frame. The cuts am: 
M3j 2 200 GeV/c2 

x3 s 0.9 

Icose* I 5 0.72.300 s l+f* 5 lsoo 

The mass cut constitutcc an effCCtiVe trigger-hardening fequiremmt, ami the scud squires a third jet 
enugetic moqh 10 pass cm Et cut and be free of clusrning bias The angular cots guanmtce that a~ the 

jets used will have cmtmids in the fiducial region of 1 q 1 s 3.5. 

After all cuts, we am left with a sample of 4973 eventa. Figures 4 and 5 show the projectioas of the 
Daiitz plot of x3 aod ~4 along the x3 and ?.4 axes. Also shown am phawspacc pmdkxioos, and the 

expected dishibution from a QCD 2 -7 3 partoo levzl computatioa using the pmgmm PAPAGENO~) 

and EHLQ 1 stmctorc fonctiook). The data show the effect of the QCD mat+. element rather clearly, 
qecially in the incrcam in events at high x3, suggesting a bransstrabltmg origin of the third jet @anon 

5 in our notation). 

JET FRAGMENTION STUDIES 

Fragmentation Function D(Z) -- 1987 Data 

lk fragmentation of !%al-state pzutoos into hadtoas involves a non-pert&&ve compMlent related 

to the fd confincmcnt of partoas via badroaizadoa. Nevertklcss, at collidez enc&s, pmmbadve QCD 
isexpectedtoberhedominantmcchanismoffragmenrarionwhenZ=PhadPjttisnotdoscm~and 

f~finalmultiplicitiesofacleasl~parricles~nthisweuscthescalingvariablc 
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Z timed a~ Phadpj,t instead of P@jet, in Order to maintain a convention e~tablihd by previous 

collider mmstuementn9): the choice is somewhat arbim). In particular, pettmbative QCD predictslO) 
characteristic deviations fmm scaling of the charged fragmentation function D@) =(l/Nj& dN~,harged/dz. 

as a function of the q2 of the intemction. 

For this analysis we used 26 “b-1 of 1987 jet data. The jet-finding algorithm and corrections were as 

described for the differwtial cross-section analysis. Jc~ momentum was computed using the vector sum of 

caiorimetatowaenergies.Werequindtwoje*labovt~k~~~ldintherange /q/s 

0.8, and oeariy back-to-back in aaimud~ (180 f 309. Odwx jet activity in the event was ~~.nictcd to have 
less dun - 20 GeV of 5. Final hack-associatioo cuts are done in the longitudinally boosted Lorena 

frame of the di-jet system; to control systcmaiics in rhis frame we limit the boost rapidity of accepted 

events to 0.6. Finally, only jets with 1 q I ?; 0.7 are used in Ihe fragmentation analysis. Thii combination 

of cuts yields 5541 events and 8609 jets. 

Tracks passing cuts MI lhcir I-$ impact parameter, distance AZ finm the interaction vertex, and hit 

qnality. were Associated with a jet if they were prodwed within a cone of 480 a&at the axis of the jet ( q 
to the jet axis of 0.8 or grcatc~). and if they had a momentum pamlIe to the axis PII 2 0.6 GeV/c. This 

momauumcutinsuresthatallaadrsinourboostrangehavePt(tothebeamaxis)of400MeV/cor 

greater, where tie CTC is ftdly efficient 

Tmck finding efficiency WBS estimawd by merging simulated uacks into data and by Monte Carlo 
simulation. We resaict the study to dijet maas Mjj S 200 GeV/c2, whaz we fmd the nackbtg effziency 

to be high (-90%). The raw D(Z) is corrected far dds efticiency, for gccmchical aw@ance effects. and 

fu an esdmat& ondarlying evem tibuticm. We must also unfold the dfcus of the falling spccua in 
jctEt,aodforrhecffcctsof smmfhg fceddowa doe to the falling of D(Z) iti. 

Figme. 6 shows OUT result for the charged fmgmmtation function D@). The fimcdon lies somewhat 

highathantheUAlnsultovermuchofitsrange,andfallsmarcst&ply.Thisalsoscenintkintc~~ 

charged- 

displayed in figWE 7 for various expaiments. In the ngion below Z of 0.02 our cat oa PII means that we 

must cxaapolate D(Z) fmn a &cd fmtctioaal form. This is expected to baa 2-5% effect on the iotc@‘al. 
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Our result is c f,h > = 0.65 * 0.08 (sys.). where the dominant source of error is the knowledge of rhe jet 

enagyw 

In figure 8 we show D(Z) vs. s for TASS0 datall) an d a prelimiwy CDF result vs. M$. Both sets 

of&tashowthesamerrendanincnastdpeaLingathwZasq2incrcases.Wehavedisplayedascparate 

mm bar showing the overall normal&ion onwttaimy for cxh band. The fitted curves are of the QCD- 
motivated form lo) y + 6 ln(Mii2). The data is con&a2 with the evolutio2 expected from collinear 

gluon emmission. 
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figare 8: Evolution of the chzsgcd wcmadott 
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fonction~vs.Mjj(CDF)ars 

D* Production in Jets -- 1987 Data 

Ibemosruclusivcofthe~coDsidaedin~papauiubcthe~nofheevyquarks 

ltt.dde km. Iltis Proass is calculable in patdative QCD, with Ihe non-permrbativz co&b&n 

expcned~~vnYS=@“13). ~~ificpredictionthatt%nbct&disthc~m~ofD* 
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production per identified jet We present here a measurement of the D* production rate for fractional 

momenmm Z 2 0.1 where N@*q = N@*+) + N@*-). The main mechmdsm expected for dds process is 

the splitting of gluon jeu into ti and b6 pairs l*). Since, in relevant ranges of kinematical parameters, 

jets at CDF are prepandem~dy (- 75%) gluon-initiated 14), this higher-onier process becomes competitive 

and indeed dominant over direa heavy-q& pmducdoo. 

The basis of the D* search is the detection of the combination K-Y&+ coming from rhe decay of the 

D*+ into DOn+, and the subsequent decay Do -> K-n+ (as weli as the charge conjugate mode for D*-). 
Because the value AM = MKxx - Mm is only 145 MeV/c*. the CDF central tracking chamber (crc) 

has very gocd resolution io AM (- 0.6 MeV/c*) owe the slow pion is above a threshold PC of 300 MeV. 

Our undemanding of the resolution is limited by the systemadcs of drifting elecbuos at large cell- 

crossing angles in rhe CT. 

Jet-fmding. and jet eoergy cmections am as described under the measm’ement of the differential (30s~ 
section, for a luminosity of -21 nb-l. After requiring jets to have corrected Et of 30 GeV or greater, one 

is left with a data sample of - 32OC0 jeu with <Et> = 46.6 GeV. Charged particle kacks wae 

mmmcted in the CK! and cotmained to the event ve#x. Tracks were required to have Pt>300 MeV/c, 

1 q 15 l&and to pass loose trackquality cuts. We dmn formed K-n and K-z-n mass combinations, 

using K and x assigMleots for all tracks. To associate a K-z-n mmbiin with a jet, its rapidity with 

respect to the jet axis had to be positive. In ambiguous casa, rhc most positive was chosen. In addition, 

asswing the D* mass for the combination. we required dte fractional momentttm Z of the D* to be 

gmta dun 0.1. This khfmadc cut allows direct comperism with orher collides meastnwnents 15). 

To fordux improve. the signal-ttwoise ratio. we chose only combinations wirh 1 Mm - MDO 1 S 38. 

whtm the quantity 6 wm computed by prqqadng the trtck patameter mcertainties on an event-by-event 

basis(c&~19MeV). Wealsocutonthebtonpolarsnglce*intheDOnstfnrmc-- ~cos8*(<0.8. 

This red- the bzkgn~tmd lknn spufious wmbinadons peaked along the jet axis. With these cuts, we 

e&mate from Monte Carlo (simulated D*‘s merged with real jw) that tie overall twmsanction 

efficiency for produced D* ‘s with Z 2 0.1, and with observed m between 144.5 and 146.5 M&‘/C*. is 

37% f 9%. of which - 64% is from uacking. The umatainty is dmtimted by our limited knowledge of 

the multiplicity of D*-containing events and of tie mass resolution. 

The above analysis yields the results shown in figure 9. There is a clear exe&s of events in the bin 

cented at 145.3 MeV/c*. As may be seen in the inset to figure 9, a cootml sample oi “wng-sign” (e.g. 
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K%+x- and charge conjugate) shows a smoolh backgmond without apparem signal. We fit the two 
dishibutio~ simultaneously to a backgmmtd function of the form a(m-wb and, in rhe case of the 

“right-sign” combinations, a Gaussian for the signal contribution. Thii fitting procedure results io an 

estimate of tie signal of 25 f 8 * 2 D’ ‘s in our sample, where the fmt amr is statistical. and tie second 

represenu the systematic uncertainty m dte backgxoond subtraction. Figure 10 shows the restdu of the 

fitting prccedure on an expanded scale 

Using a Monte Carlo. we estimate the effecu of smearing doe to tie 4 and Z speom of OUT jeg. ~hii 

leads u) w WF0XXiOn Of 1.1 * 0.2 D* ‘S (2 5 0.1) produced for each such D* obsaved Together with 

the trmnstmdm efficiency quoted above and tie btanching ratios for dds decay m&16), we obtain: 

N(D*fWWt) = 0.10 * O.O3(staQ * O.O~(S~S.) (for z 2 0.1) 

‘Ihis result is consistent with rhe QCD estimatea of ref. 12, and with p~viow mcasmmmul5). 

SUMMARY 

we have &XtXtXd PI’diiilWy muits from a variety of QCD-genm& jet proeessc~. The 

differential aoss-section shows rhe behavixx expected from lowest ordn QCD 2 --> 2 wg. The 

charged fmpaadon fumion Do shows evidmce of evohaioa in q*. -jet phase spare variables 
X3andxqshowcleatiYdleneedfcranon~ t matrix elanens such as provided by permrbdve 

QCD. The pmd~do” of charged D’ in jtm, as well, shows agreement with tie perpnbative mechanism. 

One. tWY Coachuk that pemubative QCD pwkies a powslid tool for the undemarding of h&tonic jet 

hehavim at the highest wllisim energies cm?ently available. 

APPENDIX - -THE CDF COLLABORATION 

ANL-Braadcis-.UniversityofChicago-Fennilab-INFN,Frascar---UUnivasiryofIllinois- 
KEK - LBL - Umveraty of Pamsylvania - INFN, University and Scttola Normale Superiore of Pisa, 
Pmdue - Rockefeller - Rutgers - Texas A&M - Tsukuba - Tofu - University of Wisconsin. 
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